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Pierre et Marie Curie, 9 quai St Bernard, Paris 75005, France

*Corresponding author: mattis.list@lingpy.org

Abstract

This article investigates the terminology and the processes underlying the fundamental historical rela-

tions between words in linguistics (cognacy) and genes in biology (homology). The comparison

between linguistics and biology shows that there are major inconsistencies in the analogies drawn be-

tween the two research fields and the models applied in phylogenetic reconstruction in linguistics.

Cognacy between words is treated as a binary relation which is either present or not. Words, however,

can exhibit different degrees of cognacy which go beyond the distinction between orthologous and

paralogous genes in biology. The complex nature of cognacy has strong implications for the models

used for phylogenetic reconstruction. Instead of modeling lexical evolution as a process of cognate

gain and cognate loss, we need to go beyond the cognate relation and develop models which take the

degrees of cognacy into account. This opts for the use of evolutionary models which handle multistate

characters and allow to define potentially asymmetrical transition tendencies among the character

states instead of time-reversible binary state models in phylogenetic approaches. The benefit of multi-

state models with asymmetric transition tendencies is demonstrated by testing how well different

models of lexical change perform in semantic reconstruction on a lexicostatistical dataset of 23

Chinese dialects in a parsimony framework. The results show that the improved models largely out-

perform the popular gain–loss models. This suggests that improved models of lexical change may

have strong consequences for phylogenetic approaches in linguistics.

1. Introduction

Evolutionary biology and historical linguistics both deal

with the evolution of objects. Evolutionary biology in-

vestigates the evolution of species, morphological char-

acters, and genes, and historical linguistics investigates

the evolution of language varieties, grammatical fea-

tures, and words. In both disciplines, historical relations

are an important way to describe the consequences of

evolutionary processes. Historical relations are defined

for evolving objects which share a common history. The

most general historical relation is the relation of com-

mon descent. This relation can hold both for lineages

and for their characteristics. If the relation concerns the

latter, biologists call it homology. In linguistics, this re-

lation is often compared with the relation of cognacy. In

contrast to historical relations, we can define various
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nonhistorical relations between evolving objects. We

can compare species for phenotypic similarity and lan-

guage varieties for typological similarity. We can com-

pare species for the similarity of their habitat, and

language varieties for their geographic closeness.

Although these similarities can give us hints regarding

deeper historical relations, they are neither a necessary

nor a sufficient condition for them.

Evolutionary biology has a rich terminological

framework describing fundamental historical relations

between genes and morphological characters.

Discussions regarding the epistemological and onto-

logical aspects of these relations are frequent and fruitful

(Jensen 2001; Koonin 2001; Petsko 2001; Sonnhammer

and Koonin 2002; Morrison 2015). In historical linguis-

tics, terminological questions regarding historical rela-

tions have occasionally been raised in the past (Kati�ci�c

1966; Arapov and Xerc 1974), and recent discussions

about the cognacy of grammatical features in historical

syntax have emerged (Campbell and Harris 2002;

Barðdal and Eyth�orsson 2012; Walkden 2013). In

quantitative applications, however, the fundamental

historical relations between words, morphemes, or

grammatical features are usually assumed to be self-evi-

dent, not deserving specific attention. As a result, our

traditional terminology dealing with relatedness, inherit-

ance, and descent is often used imprecisely, frequently

leading to confusion in quantitative applications.

Computational approaches in historical linguistics are

often based on software originally designed for bioinfor-

matics. Scholars justify the use of bioinformatics soft-

ware in linguistics by drawing analogies between

historical relations in the two disciplines. Unfortunately,

these analogies often ignore the peculiarities of biolo-

gical evolution and language history. Instead, they offer

a simplified mapping between terms in both disciplines

and disregard the underlying processes.

In the following, I will try to illustrate the problems

in phylogenetic reconstruction in more detail. I will try

to show that the models which are currently used to

infer phylogenies from linguistic data suffer from a loss

of valid information arising from the superficial analogy

between homology and cognacy and a simplification of

the processes underlying lexical change. Since termino-

logical misunderstandings are the core of the problem, I

will first carry out a brief comparison of biological and

linguistic terminology on historical relations, pointing to

similarities and differences in the two fields (Section 2).

By discussing the complexities of lexical change, I will

point to further pitfalls that should be avoided when

modeling lexical change with biological software

(Section 3). I will then propose improvements to the

models currently used in computational historical lin-

guistics (Section 4), and illustrate for a small lexical

dataset of Chinese dialects how complex historical rela-

tions between words can be modeled in computational

approaches to phylogenetic reconstruction (Section 5).

2. Terminology for historical relations in
biology and linguistics

Scholars have often compared biological and linguistic ter-

minology (Gray 2005; Croft 2008; Pagel 2009; Geisler

and List 2013). The analogies that have been made are,

however, not necessarily very precise. This becomes espe-

cially evident in the analogies drawn between the terms

which are used to describe historical relations between

evolving objects in both fields. The most popular analogy

in this context is that between homology in biology and

cognacy in linguistics (Pagel 2009). In the following, I will

carry out a detailed comparison between the terminology

used in both fields, thereby showing that the analogy be-

tween homology and cognacy is essentially misleading.

2.1 Homology

Homology is a fundamental concept in evolutionary

biology, designating a ‘relationship of common descent

between any entities, without further specification of the

evolutionary scenario’ (Koonin 2005: 311). The term

was first defined by Richard Owen (1804–92), who dis-

tinguished ‘homologues’, as ‘the same organ in different

animals under every variety of form and function’

(Owen 1843: 379), from ‘analogues’ as an ‘organ in one

animal which has the same function as another part or

organ in a different animal’ (Owen 1843: 374).

Homology is a very general historical relation between

evolving objects. It does not specify the process from

which the relation originated. Geneticists distinguish

three subtypes of homology based on processes underly-

ing the homology of genes in molecular evolution:

orthology, paralogy, and xenology. Orthology refers to

‘genes related via speciation’ (Koonin 2005: 311), paral-

ogy refers to ‘genes related via duplication’ (Koonin

2005: 311), and xenology refers to genes ‘whose history,

since their common ancestor, involves an interspecies

(horizontal) transfer of the genetic material for at least

one of those characters’ (Fitch 2000: 229).

In a paper from 1970, Fitch suggested to distinguish

two kinds of homology in molecular evolution: hom-

ology as the ‘result of speciation so that the history of

the gene reflects the history of the species’ should be

called ‘orthology’, and homology as the ‘result of gene

duplication so that both copies have descended side by
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side during the history of an organism’ should be called

‘paralogy’ (Fitch 1970: 113). First evidence that genome

evolution does not only involve the mutation of individ-

ual genes but also the duplication of genes as a whole

was reported in the 1930s (Zhang 2003; Taylor and

Raes 2004).

In 1983, Gray suggested to use the term xenology as

a third subtype of homology in order to distinguish

those cases in which genes are homologous, but neither

orthologous nor paralogous, since ‘cells and organisms

have acquired foreign genes in the past’ (Gray and Fitch

1983: 64). It is now a well-established fact that prokary-

otes (bacteria) may acquire genetic material from ‘their

neighborhood or [. . .] environment and incorporate it

into their genomes’ (Nelson-Sathi et al. 2013: 166).

Lateral gene transfer processes were first detected and

described in the 1950s (Freeman 1951). Only 30 years

later, however, scholars began to emphasize the import-

ance of lateral gene transfer for microbial evolution

(Syvanen 1985). Figure 1 contrasts the three basic proc-

esses of speciation, duplication, and lateral transfer with

the resulting historical relations in evolutionary biology.

2.2 Cognacy

In historical linguistics, the only relation which is expli-

citly defined is cognacy (also called cognation). Cognacy

usually refers to words related via ‘descent from a com-

mon ancestor’ (Trask 2000: 63) and it is strictly distin-

guished from descent involving lateral transfer

(borrowing). The term cognacy itself, however, covers

both direct and indirect descent. Hence, German Zahn

‘tooth’ is cognate with English tooth, as is German Kopf

‘head’ with English cup, and German Getr€ank ‘drink’

with English drink, although the historical processes

that shaped the present appearance of these three word

pairs are quite different: apart from the sound shape,

Zahn and tooth have regularly developed from Proto-

Germanic *tan Þ (Kroonen 2013: 509f); Kopf and cup

both go back to Proto-Germanic *kuppa- ‘vessel’

(Pfeifer 1993; Kluge and Seebold 2002),1 but the mean-

ing of the German word has changed greatly; Getr€ank

and drink go ultimately back to Proto-Germanic *drin-

kan ‘to drink’ (Kroonen 2013: 100f), but the German

noun was built as a collective (with prefix Ge-) from the

nominalized form of the verb (Pfeifer 1993), while

the English noun was directly built from the verb. The

nominalized form, Proto-Germanic *dranka- is still re-

flected in German Trank ‘potion’. Thus, of the three ex-

amples of cognate words, only the first would qualify as

having evolved by direct inheritance. Starostin (2013:

140) suggests to distinguish ‘etymological cognacy’ from

‘lexicostatistical cognacy’, the former denoting words

whose ‘forms go back to the same protoform’, and the

latter denoting words whose ‘meanings go back to the

same meaning in the proto-language as well’. Trask

(2000: 234) suggests the term oblique cognacy to label

cases in which ‘two or more words in related languages

[. . .] continue alternant forms of a single root in the an-

cestral language’, but this term is rarely used and most

of the time linguists simply use the term cognacy with-

out further specifying what they actually mean.

2.3 Beyond homology and cognacy

In an earlier paper (List 2014: 38–46) I abstracted from

the processes underlying the historical relations between

genes to contrast the biological and the linguistic termin-

ology. In this comparison, I took common descent as the

most basic relation, with homology as a direct counter-

part. The term ‘common descent’ may be a bit mislead-

ing, but what I had in mind by then were all forms of

historical relations, including those resulting from lat-

eral transfer. Common descent was further subdivided

into direct common descent (corresponding to orthol-

ogy), indirect common descent (corresponding to paral-

ogy), and common descent involving lateral transfer

(corresponding to xenology). I then contrasted the ab-

stract relations and the biological terminology with the

terminology currently found in linguistics, thereby

pointing to missing slots in the linguistic terminology,

for which new terms are proposed. Table 1 illustrates

this comparison by contrasting the abstract basic

Figure 1. Subtypes of homology in molecular biology. Three

processes, speciation, duplication, and lateral transfer underly

the three basic types of homology in molecular evolution. The

processes are illustrated in (A), the resulting relations are illus-

trated in (B).

1 Most likely the word is an early borrowing from Latin

which happened before the split of English and German

(see Pfeifer 1993).
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relations with the terminology in biology and linguistics.

Relations for which proper terms are missing in linguis-

tics and for which I proposed new terms are colored in

red (List 2014: 44). As one can easily see from the table,

historical linguistics does not offer direct counterparts

for the abstract relations underlying homology, orthol-

ogy, and xenology in evolutionary biology. Cognacy in

historical linguistics is often deemed to be identical with

homology in evolutionary biology (Gray 2005; Pagel

2009), but if we follow the comparison, this is only true

if one ignores common descent involving lateral transfer,

since borrowings are explicitly excluded from the clas-

sical definition of cognacy in historical linguistics (Trask

2000: 63).

As we can see from the table, linguistics lacks a

proper term for a historical relation between words re-

gardless of whether they are inherited or borrowed

(homology in biology, etymological relation according

to Table 1). There is also no term denoting the relation

between words of which one has been borrowed during

its history (xenology in biology). This does not mean, of

course, that the relations do not occur in the linguistic

domain. Lateral transfer, the process underlying the re-

lation of xenology in molecular biology is also common

in language history.2 In contrast to a relation between

two words which involves lateral transfer, the term bor-

rowing refers to distinct processes involving a donor and

a recipient. As an example for such a relation, consider

the words German kurz ‘short’ and English short (List

2014: 40). These words are not cognate. German kurz is

a borrowing from Latin curtus ‘mutilated’ (Pfeifer

1993), but English short probably goes back to Proto-

Indo-European *(s)sker- ‘cut off’ (Rix et al. 2001), and

so does Latin curtus (Vaan, 2008). The specific history

behind these relations is illustrated in Fig. 2. Since

German kurz was borrowed early from Latin, we cannot

say that kurz has been borrowed from French court, but

we also cannot say that both words are cognate. Yet

since both words share a common history, it would be

likewise wrong to label them as unrelated, in lack of a

proper terminology.

3. Modeling lexical change

In the previous section, I have introduced the basic ter-

minology which biologists and linguists use to denote

specific relations between evolving objects. I have then

presented an earlier approach of mine (List 2014), where

I used the distinctions made in the biological domain in

order to introduce new terms for specific historical rela-

tions between words. On the first look, the approach

seems justified, and the proposed analogies between bio-

logical and linguistic relations seem to be fruitful. When

looking into the details, however, it becomes clear that

important questions are left unanswered. While it is ob-

vious that cognacy in linguistics is not the same as hom-

ology in biology, it is less clear how we should

understand the idea of direct and indirect cognacy.

Figure 2. Complex historical relations between reflexes of

Proto-Indo-European *(s)ker- ‘cut off’.

Table 1. Comparing biological and linguistic terminology

for historical relatedness (with modifications taken from

List 2014). Terms in red are suggested to make up for miss-

ing terminology in historical linguistics

Historical relations
Terminology

Biology Linguistics

C
o m

m
on

 d
es

ce
nt Direct

H
om

ol
og

y

Orthology

E
ty

m
ol

og
ic

al
 re

la
tio

n

C
og

na
cy Direct cognacy

Indirect Paralogy Indirect cognacy

Involving
lateral transfer

Xenology Indirect etymological
relation

2 We should, of course, be careful with analogies, and it

is clear that the specific processes of lexical borrowing

are completely different from the processes of lateral

gene transfer in biology. On an abstract level, however,

the analogy between lateral gene transfer and lexical

borrowing holds, in so far as both processes involve

the direct transfer of material between evolving

objects.
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What exactly is meant to be indirect here? Is it the fact

that words differ in meaning, thus being akin to words

which are root-cognate but not lexicostatistically cog-

nate, following the distinction of Starostin (2013: 140),

or should we instead concentrate on morphological dif-

ferences, thus following the notion of oblique cognacy

proposed by Trask (2000: 234)? And how does the idea

of ‘indirect descent’ relate to paralogy and the process of

gene duplication in biology? In the following, I will try

to show that we need to go beyond my earlier proposal

in order to develop a satisfying model of lexical change

that can be used for phylogenetic reconstruction.

3.1 Degrees of cognacy

Morrison (2015: 50) points to the relative character of

homology in evolutionary biology in emphasizing that

evolving objects can exhibit homology at different levels,

which may even be independent of each other:

The classic example is the comparison of bird wings and

bat wings. These are homologous as forelimbs (structures),

which are general throughout the tetrapods, but they are

not homologous as wings (functions), because they repre-

sent independent modifications of those forelimbs in the

ancestors of birds and bats. (Morrison 2015: 50)

We can find similar situations in linguistics: if we

consider words for ‘to give’ in the four Romance lan-

guages Portuguese, Spanish, Provencal, and French, we

can state that both Portuguese dar and Spanish dar are

homologous, as are Provencal douna and French donner.

The former go back to the Latin word dare ‘to give’, the

latter go back to the Latin word d�on�are ‘to gift (give as a

present)’. In times when Latin was spoken, both dare

and d�on�are were clearly separated words denoting

clearly separated concepts and being used in clearly sep-

arated contexts. The verb d�on�are itself was derived from

Latin d�onum ‘present, gift’. Similar to English where

nouns can be easily used as verbs, Latin allowed for spe-

cific morphological processes to turn nouns into verbs.

What the ancient Romans were not aware of is that

Latin d�onum ‘gift’ and Latin dare ‘to give’ themselve go

back to a common word form. This was no longer evi-

dent in Latin, but it was in Proto-Indo-European, the an-

cestor of the Latin language. Thus, Latin dare goes back

to Proto-Indo-European *deh3- ‘to give’, and Latin

d�onum goes back to Proto-Indo-European * deh3 - no-

‘that what is given (the gift)’ (Meiser 1998). The word

form *deh3 - no- is a regular derivation from *deh3-, so

on the Indo-European level, both forms are homologous,

since one is derived from the other. This means in turn,

that Latin dare and d�onum are also homologues, since

they are the residual forms of the two homologous

words in Proto-Indo-European. And since Latin d�on�are

is a regular derivation of d�onum, it means, again, that

Latin dare and d�on�are are also homologous, as are the

words in the four descendant languages, Portuguese dar,

Spanish dar, Provencal douna, and French donner.

Depending on the time depth we apply, we will arrive at

different homology decisions. The history of the words

is depicted in Fig. 3A.

An even more complex example are words like

Italian sole, French soleil, Swedish sol, and German

Sonne, all meaning ‘sun’. Indo-European scholars as-

sume that the Proto-Indo-European word for sun had a

complex, stem-alternating paradigm with two different

base forms, one for nominative and accusative case

*séh2u8 el-, and one for the oblique cases, *sh2én-

(Wodtko et al. 2008: 606). Proto-Germanic inherited

this paradigm completely (*s�oel- versus *sunn�on,

Kroonen 2013: 463f), but it was simplified via the pro-

cess known as analogy in historical linguistics, and the

nominative stem was taken as the base form in Latin s�ol

(Meyer-Lüebke 1911: §8059). In Swedish and German,

the complex base form was also simplified, but in differ-

ent directions, with the Swedish form taking the nom-

inative stem as the basis of analogy, and the German

form taking the oblique stem. While Italian sole is the

regular reflex of Latin s�ol, French soleil goes directly

back to Latin s�oliculus ‘small sun’, a Latin diminutive of

sol (Meyer-Lüebke 1911: §8067). From this perspective,

Italian sole is more closely related to Swedish sol than to

French soleil, although French and Italian are, of course,

much closer genetically related than are Swedish and

Italian. The history of the reflexes of the Indo-European

word for ‘sun’ is depicted in Fig. 3B.

Figure 3. Degrees of cognacy in Indo-European language his-

tory: the development of words meaning ‘to give’ from

Proto-Indo-European via Latin to Italian and French (A), and the

development of words meaning ‘sun’ in from Proto-Indo-

European to Italian, French, Swedish, and German (B).
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3.2 Dimensions of lexical change

In a very simple language model, the lexicon of a lan-

guage can be seen as a bag of words. A word is further

defined by two aspects: its form and its meaning. Thus,

the French word arbre can be defined by its written

form arbre or its phonetic form [A�b�#], and its meaning

‘tree’. This is reflected in the famous sign model of

Ferdinand de Saussure (1857–1913, Saussure 1916),

which I have reproduced in Fig. 4A. In order to empha-

size the importance of the two aspects, linguists often

say that form and meaning of a word are like two sides

of the same coin, but we should not forget that a word is

only a word if it belongs to a certain language. From the

perspective of the German or the English language, for

example, the sound chain [A�b�#] is just meaningless. So

instead of two major aspects of a word, we may better

talk of three major aspects: form, meaning, and lan-

guage (Ternes 1987: 22f; List 2014: 15–18). As a result,

our bilateral sign model becomes a trilateral one, as

illustrated in Fig. 4B.

Gévaudan (2007) distinguishes three dimensions of

lexical change: The morphological dimension, the se-

mantic dimension, and the stratic dimension. The mor-

phological dimension points to changes in the form of

words which are not due to regular sound change. As an

example, consider German Getr€ank ‘drink’ and its an-

cestral form Old High German tranc ‘drink’. While the

meaning of the word is the same, the German word

Getr€ank is a collective derivation of the Old High

German source form (Pfeifer 1993). The derivation pro-

cess involved prefix Ge-, and the modification of the

main vowel. The semantic dimension is illustrated by

changes like the one from Proto-Germanic *kuppa- ‘ves-

sel’ to German ‘Kopf’. The stratic dimension refers to

changes which involve lexical material outside the his-

torical continuum of a given language (Gévaudan 2007:

141f). In the terminology of Gévaudan (2007: 141f),

stratum refers to languages as historical continua, and

should not be confused with the way the term is used in

sociolinguistics, where it refers to language varieties

used in certain layers of a linguistic society (Coseriu

1973; Oesterreicher 2001), but rather in opposition to

the term adstratum in historical and areal linguistics

(Gévaudan 2007: 141). Usually, changes along the

stratic dimension belong to the class of borrowing proc-

esses. (Gévaudan 2007: 141–63) argues, however, that

processes like onomatopoeia, antonomasy, and folk ety-

mology can also be characterized as processes which in-

volve the stratic dimension of lexical change, since they

are based on material which does not stem from the his-

torical continuum of a given language. An example for a

simple type of stratic change is English mountain which

was borrowed from Old French montaigne ‘mountain’.

An example for a more complex type of stratic change is

German Maus ‘mouse (for a computer)’ which was not

directly transferred from English but rather received a

broadened semantic function under the influence of the

English word (compare Weinreich (1974: 47–62) and

Gévaudan (2007: 143–51) for more details on different

types of lexical interference).

Note that these three dimensions of lexical change

correspond directly to the three major aspects constitut-

ing the linguistic sign: the morphological dimension

changes the form of a word, the semantic dimension its

meaning, and the stratic dimension its language. Thus,

the three dimensions of lexical change, as proposed by

Gevaudan find their direct reflection in the major di-

mensions along which words can vary.

3.3 27 Shades of cognacy

When looking at the different historical relations from

the perspective of the three dimensions of lexical change,

it becomes clear that the new terms I proposed earlier

(List 2014) do not necessarily solve our problem of re-

flecting the different aspects of lexical change and lexical

variation adequately. Although it seems justified to

point to the difference between cognacy in linguistics

and homology in biology, it proposes a problematic ana-

logy between paralogy and indirect cognacy without fur-

ther specifying how indirect cognacy should be defined

in the end. When investigating the different uses of the

Figure 4. The different dimensions of the linguistic sign: (A) Shows the classical model after Saussure (1916). (B) Shows an ex-

tended sign model in which the language, the system in which a sign is used was added as a third component.
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term ‘cognacy’, for example, it becomes obvious that the

differences result from controlling for one or more of

the three dimensions of lexical change proposed by

Gévaudan (2007).3 The notion of cognacy of a classical

Indo-Europeanist, for example, controls the stratic di-

mension by requiring stratic continuity (no borrowing),

but at the same time it is indifferent regarding the other

two dimensions. This is what Starostin (2013: 140)

called ‘etymological cognacy’. Cognacy �a la Swadesh

(especially Swadesh 1952,1955), as we know it from

lexicostatistics (Swadesh 1952, 1955) and its modern

derivations (Gray and Atkinson 2003), is indifferent re-

garding morphological continuity, but controls the se-

mantic and the stratic dimensions by only considering

words that have the same meaning and have not been

borrowed. This is what Starostin, (2013: 140) called

‘lexicostatistical cognacy’.

‘Traditional cognacy’ and ‘cognacy �a la Swadesh’, how-

ever, are but two ways to control for the three dimensions

of lexical variation, and one can easily think of more per-

spectives on historical relations between words, including

the terminology that is used in evolutionary biology. In

Table 2, I have attempted to illustrate in which way the dif-

ferent terms, including the biological terms of homology,

orthology, and xenology, cover processes by controlling

each for one or more of the three dimensions of

lexical change (withþ indicating that continuity is

required, � indicating that change is required, and þ/�
indicating indifference). Note that paralogy was not

included in the comparison, since the process of gene dupli-

cation is a very specific event that probably has no fruitful

analogy in historical linguistics. Contrasting the different

dimensions of lexical change with the terminology used to

refer to different relations between words shows the arbi-

trariness of the traditional linguistic terminology. Why do

we only cover two out of 3 � 3 � 3 ¼ 27 different possible

types? Why do we only control by requiring continuity,

not change? It also shows the fundamental difference be-

tween change processes in linguistics and biology.

4. Models of lexical change in phylogenetic
reconstruction

In the previous sections, I have tried to show that not only

the terminology that we use to denote historical relations be-

tween evolving entities in linguistics and biology shows some

important differences, but also that the processes underlying

lexical change in language history are very particular, involv-

ing three major dimensions of lexical variation which them-

selves can be further subdivided into a multitude of minor

process types.4 In the following, I will try to illustrate how

our models can be modified in order to account for more

complex historical relations between words.

4.1 Gain loss models and morphological
variation

The majority of automatic methods for phylogenetic re-

construction in historical linguistics employ lexical data

to infer language phylogenies. When employing these

Table 2. 27 shades of cognacy: the table shows exemplarily

how cognacy can be modeled according to the three di-

mensions of lexical change, highlighting potential analo-

gies in biology.

3 Note that, in this context, ‘controlling’ for a dimension

means to consider only those historically related words

in which no variation along that very dimension

occurred during their history since separation. If we

compare French soleil ‘sun’ with Italian sole ‘sun’, for

example, we would need to state that the French word

changed its meaning from small sun to sun, and al-

though both forms are identical regarding their syn-

chronic meaning, their history involves variation along

the semantic dimension (see Starostin 2013 for more

examples on cases of unilateral independent semantic

development). In practice, when linguists prepare lexi-

costatistical databases, however, controlling for mean-

ing is usually reduced to checking for identity along a

given dimension. It is clear that this can be problematic.

In the absence of counterevidence the majority of lin-

guists would probably assume that meaning identity in

cognate word forms is good evidence that no semantic

change happened since the separation of the forms,

but it is obvious that semantic identity is only a neces-

sary for semantic continuity since separation.

4 Already a brief overview of some classical work on the

complexities of semantic change (Wilkins 1996), mor-

phological change (Koch 1996), and stratic change

(Weinreich 1974) shows that the three-dimensional

model of lexical change only touches the tip of the

huge iceberg of lexical change.
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methods, it is important to specify a model of lexical

change that the algorithms can use to infer the trees or

the networks that fit the data best. Most datasets em-

ploy a lexicostatistical scheme of data-coding (Dyen

et al. 1992; Ringe et al. 2002; Greenhill et al. 2008;

Bouckaert et al. 2012; Greenhill 2015). This means, that

they are based on concept lists of 100 and more items

which are translated into the languages under investiga-

tion. By comparing all translations in each concept slot

with each other, linguists then annotate which words

are cognate. The notion of cognacy that is underlying

these databases is usually the notion of ‘cognacy �a la

Swadesh’ in Table 2, that is, annotators try to filter out

borrowings, consider only semantically identical items,

and do not necessarily regard morphological variation.

The methods which are then used to analyze the data,

be they based on probabilistic approaches (Felsenstein

1981; Huelsenbeck et al. 2001), or parsimony (Fitch 1971;

Sankoff 1975), are almost exclusively based on gain–loss

models of lexical change (Pagel 2009). They reduce the

change of phylogenetic characters to processes of gain and

loss and essentially assume that during evolution a lan-

guage can either gain a new word or loose an existing one.

In these models, each phylogenetic character has only two

states, presence, or absence, and presence–absence matrices

of cognate sets are fed to the algorithms in order to infer

language phylogenies. Presence–absence matrices are

retrieved from the original data by breaking up the seman-

tic slots into sets of cognate words, and listing for each

language whether it has a word belonging to the respective

cognate set or not (Atkinson and Gray 2006). This way of

data preparation and encoding is further illustrated in

Table 3.

The binary coding practice has strong consequences,

since it is vulnerable to historical word relations with

variation along the semantic and the morphological di-

mension. First, the general procedure by which lexicos-

tatistical data is binary encoded and concepts are split

into several independent characters creates dependencies

which cannot be observed by the algorithms. It deprives

the analysis of the essential criterion for gain and loss,

since presence and absence are defined with respect to

meaning identity. Gain and loss need to be essentially in-

terpreted as gain and loss with respect to a certain con-

cept slot, not with respect to the entire language. The

loss of a word means that the word is no longer used to

express a certain meaning, and the gain of a word

implies that a new word is used to express a certain

meaning. Yet since meaning is discarded by the binarisa-

tion procedure (see Table 3), the models are given no

clue to handle instances of parallel semantic shift. A

more realistic gain–loss analysis should include a larger

sample of words and annotate cognates regardless of dif-

ferences in meaning (Michael et al. 2015).

Second, the lexicostatistical coding practice is vulner-

able with respect to morphological change, since morpho-

logical variation is deliberately ignored when assigning

words to cognate sets. This was not the case in the early

days of lexicostatistics. Hattori (1961), for example, distin-

guished clearly between true ‘orthologues’ and morpho-

logically derived words. Recalling the example of Italian

dare and French donner given in Fig. 3, it is clear that we

can annotate the words quite differently, depending not

only on the “shade” of cognacy we choose, but also on the

desired depth of analysis. In current practice, words like

dare and donner are usually assigned to the same cognate

set, and their morphological differences are ignored.5

When annotating the words, however, we should ask our-

selves which kind of annotation would be the best for the

underlying model that we use. From this perspective, we

would do best in coding Italian dare and French donner as

being not cognate, since by the time that donner replaced

earlier dare in the ancestor of French, the word dare was

lost with respect to the meaning ‘to give’, and the word

donner was gained.

Table 3. Lexicostatistical scheme of data-encoding and the

creation of presence-absence matrices. The table shows

how lexicostatistical word lists are produced, how cog-

nates are assigned to words by using numerical identifiers,

and how the data are then converted into binary presence

absence matrices for the purpose of phylogenetic compari-

son. Note that the proto-form which is given for each cog-

nate set in the table below is not necessarily included in

lexicostatistical datasets, but it, nevertheless, is implicitly

assumed.

5 Compare the coding in the Indo-European Lexical

Cognacy Database at http://ielex.mpi.nl/cognate/405/,

version accessed on 2016-04-08 available at WebCite:

http://www.webcitation.org/6dGAxAG9r.
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The problem of morphological variation in lexicos-

tatistical datasets becomes even more evident when

looking at more specific processes of morphological

change like compounding. While compounding is less

characteristic for the Indo-European language familiy

(at least as far as the stable parts of the lexicon are con-

cerned), it plays an important role in the Sino-Tibetan

language family (Matisoff 2000: 341f; Chung et al.

2014; List 2015: 56–58). In the Chinese dialects, for ex-

ample, the majority of words is only indirectly related,

as illustrated in Table 4 where the words for ‘moon’ in

four Chinese dialects share the same base morpheme,

but differ regarding the further parts of their com-

pounds. When investigating these patterns, we can im-

mediately infer processes of lexical change that link

these patterns. F�uzh�ou [˛uo?5] , for example, reflects

the oldest stage in which Chinese was still predomin-

antly monosyllabic. M�eixi�an [˛iat5 kuo˛44] re-

flects a younger stage in which bisyllabic structures

were gaining ground, and W�enzh�ou [Jjy21kuO
35vai13]

reflects an even later stage, since it builds on the

form in M�eixi�an, adding a suffix that marks nomin-

alization (compare W�enzh�ou [Jji21dYu35vai13]

‘sun’).6 In the ‘classical’ lexicostatistical view of cognacy

and the ‘classical’ models of word gain and word loss,

these processes are all ignored, although they may bear

important phylogenetic information. One would either

label all four words as cognate, since they share the

same base morpheme (Satterthwaite-Phillips 2011: 95–

103), or label them all as not being cognate, since their

parts to not match completely (Ben Hamed and Wang

2006; Gates 2012: 51). If we want to model the evolu-

tion of the four words for ‘moon’ in the four dialects

realistically, neither of the two encoding practices will

be of use. In both cases, all phylogenetic signal will be

lost and the analysis cannot tell us how the words really

developed (see Fig. 5A and B).

4.2 From binary to multistate models

In principle, phylogenetic methods can handle semantic

and morphological variation sufficiently. All we need to

Figure 5. From gain–loss models to weighted directed character-state transitions: (A) Shows a strict approach in which four par-

tially related compound words (as show at the bottom of D) are modeled as four different characters. (B) Shows the consequences

of a lumping approach when partially cognate words are treated as fully cognate in binary presence–absence models. (C) Shows

weighted directed character–state transitions, based on known transition tendencies displayed at the top of (D), with arrows indi-

cating directions and edge width indicating the relative strength of transition tendencies.

Table 4. Complex etymological structure in word compounds. The table shows partial etymological relations of words for

‘moon’ in four Chinese dialects. Dialect data H�ou (2004), Middle Chinese (MC) readings follow Baxter (1992) with

modifications.

Variety Form Character Etymological structure

MC *˛iot MC *kwa˛ MC *bjut MC *lja˛œ

F�uzh�ou ˛uo?
5 ˛ u o ?

5

M�eixi�an ˛iat5 kuo˛44 ˛ i a t 5 k u o ˛ 44

W�enzh�ou Jy21 kuO
35 vai13

J - y - 21 k u O - 35 v a i 13

B�eijı̄ng yE
51 liA˛1 � y E - 51 l i A ˛ 1

6 Note that in this case, as in general when dealing with

lexical change in a classical lexicostatistical frame-

work, sound change is ignored as a factor of change,

since regular sound change involves the sound system

and not individual phonetic material (Gévaudan, 2007:

14).
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do is to switch from binary gain–loss models to

multistate models. In a binary state model each charac-

ter can only be present or absent in a given language,

like the cognate set 1 in Table 3, for example, which is

present in German and English but absent in Italian and

Spanish. In a multistate model, a character cannot only

be present or absent, but it can also vary among lan-

guages and occur in different shapes. Instead of labeling

French donner and Italian dar either as exclusively cog-

nate or as exlusively noncognate, we could assign both

words to the same character but assign them different

states. In this way, we could handle both variation along

the semantic and the morphological dimension of lexical

change. If we can further determine how likely it is for

the character to switch from one particular state to an-

other, we can force our algorithms to prefer certain tran-

sitions and to ignore others. In the case of the Chinese

words for ‘moon’ in Table 4, for example, we already

saw that M�eixi�an [˛iat5 kuo˛44] is particularly

close to W�enzh�ou [Jjy21kuO
35vai13] , since the

latter was only extended by one suffix. When comparing

the W�enzh�ou form with the form [˛uo?5] in F�uzh�ou,

we can further easily say that the transition from the

F�uzh�ou form to the M�eixi�an form should be easier to ac-

complish than the direct transition to the W�enzh�ou

form. If we further know that the process we are dealing

with has strong unidirectional tendencies, as it is the

case for many processes of sound change and grammati-

calization (Haspelmath 2004), but also in inflectional

morphology (Wurzel 1985), and potentially even in ana-

logy (Jacques 2016), we can model this by using irre-

versible models in our analyses (Huelsenbeck et al.

2002; Bohl and Lancaster 2003).

In a parsimony framework of phylogenetic recon-

struction (Fitch 1971; Sankoff 1975), the difficulty of

switching between the different states of a character is

handled by defining specific weights for character state

transitions. If we further know that the process we are

dealing with has strong unidirectional tendencies, we

can model this by assigning asymmetric weights for the

transition preferences between the states of a character.

The differences between gain–loss models and multistate

models allowing for asymmetric transition preferences

in a parsimony framework are exemplified in Fig. 5, but

multistates and asymmetric transition tendencies can es-

sentially also be handled in probabilistic frameworks.

5. Using improved models to study
Chinese dialect history

In order to illustrate the benefits of improved models for

lexical change, I have prepared a small experiment on

Chinese dialect history. In this experiment, I test how

well different models of lexical change with varying de-

grees of complexity perform on the task of semantic re-

construction. In classical historical linguistics, semantic

reconstruction seeks to infer the original meaning of a

set of cognate words (Fox 1995: 115–6). The experi-

ment I designed follows lexicostatistical approaches in

which semantic reconstruction seeks to identify the

word form which was used to express a certain concept

in an ancestral language (Kassian et al. 2015: 304–6). In

this context, semantic reconstruction can be treated as a

specific type of ancestral state reconstruction (Pagel

1999) applied to lexicostatistical data. The starting

point is a lexicostatistical wordlist, consisting of a list of

concepts which are translated into a set of language vari-

eties. Concepts comprise phylogenetic characters, and

the counterparts of the concepts in the respective lan-

guage varieties reflect different states of the characters.

Semantic reconstruction starts from a reference phyl-

ogeny (a phylogenetic tree) and tries to infer which char-

acter state was present at the root. Chinese is attested

through its contemporary dialects, whose diversity is at

least comparable to that of the Romance languages

(Wang 1997), but also in ancient texts predating the di-

versification of the modern dialect varieties by several

hundred years.7 Therefore, in the majority of cases,

there is independent evidence regarding the words which

were originally used to express a given concept. For this

reason, Chinese is an ideal candidate to test the perform-

ance of different models of lexical change.

7 There is some disagreement among Chinese linguists

regarding the exact dating of the ancestor of all

Chinese dialects. Some scholars assume that the mod-

ern dialects developed from a koine spoken in the early

T�ang dynasty (618–907 AD) around 600 AD (Karlgren

1954; Pulleyblank 1984). Other scholars propose an ear-

lier diversification. Assuming that the very conservative

Mîn dialect group had much earlier split off from the

rest of Chinese (Norman and Coblin 1995; Handel 2010),

they place their common ancestor in the late H�an

dynasty (206 BC–220 AD) some time around 200 AD.

Nevertheless, with ancient Chinese texts dating back to

1000 BC and earlier, with rich collections of classical

texts being available from the sixth century BC on-

wards, Ancient Chinese is clearly ancestral to all

Chinese dialects, as is also reflected in its sound sys-

tem (Baxter and Sagart 2014).
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5.1 Materials

The data for the experiment were originally compiled

for the study of Ben Hamed and Wang (2006). It com-

prises 200 concepts translated into 23 Chinese dialect

varieties. The concept list is largely identical with the list

of 200 items proposed by Swadesh (1952).8 In the data,

partial cognate relations are annotated by listing the

‘etymological character’ for each morpheme of a word

(b�enz�ı , Branner 2000: 35). This information is re-

garded as problematic by some Chinese dialectologists

(Branner 2000), since it is not necessarily clear how con-

sistently the morphemes in dialect words are identified.

Datasets like the one by Ben Hamed and Wang (2006)

are, nevertheless, a useful starting point for experiments

on morphological processes in lexical evolution, espe-

cially since other collections which list information on

partial cognacy in such great detail are not available.

For most of the cases, however, we can assume that the

assignments are correct. In an earlier study (List 2015),

I used the data by Ben Hamed and Wang (2006) and

converted it into a machine-readable text format, which

I used for this experiment. All data were thoroughly

checked and refined, since the partial cognate assign-

ments were not the primary target of my earlier study

and therefore only inconsistently converted into text

format.

Ben Hamed and Wang (2006) also give the ancestral

forms for the concepts in Old Chinese. Since Old

Chinese is supposed to be the ancestor of all dialect vari-

eties in the sample, the data can be used as a ‘gold stand-

ard’ to test the accuracy of ancestral state reconstruction

methods. Since processes of lexical evolution are quite

different for nouns and verbs, with compounding and

partial cognacy occurring almost exclusively on nouns,

only nouns were considered for this study. Of the 85

concepts denoting nouns in the sample, 28 were

excluded. Either the reflexes were all different from the

Old Chinese forms and it would be impossible to recon-

struct them, or the reflexes were all identical with the

Old Chinese form, and reconstruction would be no chal-

lenge at all. The 57 forms considered for the experiment

are listed in Table 5 along with the supposed ancestral

forms in Old Chinese.

Ancestral state reconstruction requires a reference

phylogeny as input. Here I build on an earlier approach

(List 2015) where I compared reference phylogenies for

three independent hypotheses on Chinese dialect history,

namely Laurent Sagart’s Arbre des Dialectes Chinois

(Sagart 2011), the H�anyu� F�angy�an Sh�ux�ıngt�u

(‘Tree chart of Chinese dialects’) by

Y�ou Ru�jié (Y�ou 1992: 91–106), and Jerry

Norman’s Southern Chinese Hypothesis (Norman 1988:

210–4). These reference phylogenies differ regarding the

subgrouping of the seven major dialect groups of

Chinese and are based on competing criteria for sub-

grouping (see List 2015: 36f for details).

5.2 Methods

The experiment employs a parsimony framework for

character transitions (Nunn 2011: 59–63). Parsimony

was used for reasons of simplicity and data sparseness.

Parsimony applications can be easily implemented from

scratch, while there are no available ready-to-use imple-

mentations of probabilistic approaches which handle

asymmetric transitions between multiple character

states. Given the sparseness of the data available for test-

ing, it is also not clear whether probabilistic applications

would converge. Four different models of varying com-

plexity were defined for the experiment:

a. BINARY: Character states which are not completely

identical in their compound structure are split into

sets of binary characters following the classical pro-

cedure described in Atkinson and Gray (2006).

Table 5. The concepts selected for the study

1. ash / 2. back / 3. belly / 4. bird / 5. bone / 6. claw /

7. cloud / 8. day / 9. dog / 10. ear / 11. earth / 12. eat /

13. egg / 14. eye / 15. fire / 16. flesh / 17. flower / 18. fog /

19. fruit / 20. guts / 21. hand / 22. heart / 23. horn / 24. ice /

25. knee / 26. lake / 27. leaf / 28. leg / 29. liver / 30. louse /

31. man / 32. moon / 33. mouth / 34. name / 35. neck / 36. night /

37. nose / 38. path / 39. person / 40. river / 41. rope / , 42. sand /

43. seed / 44. skin / 45. sky / 46. smoke / 47. snake / 48. star /

49. stone / 50. sun / 51. tail / 52. tongue / 53. tooth / 54. water /

55. wing / 56. woman / 57. worm /

8 The list is included into the Concepticon resource

(http://concepticon.clld.org, see List et al. 2016).
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Character transitions are modeled as a gain–loss

process.

b. FITCH (multistate): Lexical evolution is modeled as

a process of character transitions with equal weights,

following the classical model by Fitch (1971).

c. SANKOFF (multistate, weighted): Lexical evolution

is modeled as a process of character transitions with

unequal weights, following the classical model by

Sankoff (1975).

d. DWST (‘directed weighted state-transitions’,

multistate, weighted, directed): Lexical evolution is

modeled as a process of character transitions with

unequal weights and in dependence of the direction

of the transition.

The BINARY and the FITCH model are straightfor-

ward in their implementation. The BINARY model only

handles gains and losses with losses being favored over

gains. The parsimony weight for gain events was set to

2, and the penalty for loss events was set to 1, since these

penalties yielded the most plausible scenarios in earlier

experiments on the data (List 2015). The FITCH model

gives equal weights to transitions between all states. In

the case of SANKOFF and DWST, transitions are

weighted differently depending on the character states.

Since we lack exhaustive linguistic accounts on processes

of compounding in the Chinese dialects, a very simple

approach for the computation of the weights was em-

ployed. In a first step, the morpheme representation of

two words, which is given in Chinese character readings,

with identical characters representing cognate mor-

phemes, was aligned using the Needleman–Wunsch

algorithm (Needleman and Wunsch 1970). In a second

step, it was counted in how many positions the aligned

sequences differ. This distance, commonly known as the

Hamming distance (Hamming 1950), was further

refined by counting substitutions (those instances where

two different morphemes are aligned) twice, and inser-

tions and deletions (those instances where a morpheme

was aligned with a gap symbol or vice versa) only once.

Figure 6. Comparing multistate models for lexical change. The figure shows how the evolution of the four words for ‘moon’ is

inferred within a parsimony framework. On top, the etymological structure of the words is displayed, and unique colors are as-

signed to refer to the morpheme structure in the remainder of the figure (A). On the left, the penalties for character transitions (step

matrices) are shown for the FITCH (B), the SANKOFF (C), and the DWST model (D). For SANKOFF and DWST, example calculations

for transition penalties are displayed on the right (see also the main text). For each model, all trees with optimal weight are dis-

played. Dashed edges in the trees indicate a transition involving a change. Numbers on dashed lines denote the weight, as derived

from the corresponding matrix of transition penalties on the left.
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In contrast to the SANKOFF model, the computation of

weights for the DWST model only reduces the weights

for insertions (a gap aligned with a morpheme), but not

for deletions. This transition schema accounts for the

tendency of disyllabification in the history of Chinese,

during which most of the monosyllabic words in the

Chinese dialects were replaced by bisyllabic compounds.

Figure 6 gives examples for the differences in the transi-

tion penalties of the multistate-models (FITCH,

SANKOFF, and DWST) and the calculation of the tran-

sition penalties for the SANKOFF and the DWST model.

It is beyond doubt that the models could be further

refined, and potentially also trained. For the purpose of

the experiment, however, it is advisable to keep the

models as abstract as possible. This guarantees that we

do not overly fit the models to the data, and it also

makes it easier to determine the major factors that deter-

mine differences in their performances.

The models and the code to optimize the parsimony

score were implemented in Python. The code requires

the LingPy software package for quantitative tasks in

historical linguistics (List and Moran 2013) to calculate

the alignments between the characters states and the

transition probabilites. The source code along with the

data, the results, and further instructions on how to rep-

licate all analyses presented in this article are provided

as supplementary data.

5.3 Results

With four different models and three different reference

phylogenies, 12 different tests needed to be carried out.

In order to evaluate the quality of semantic reconstruc-

tion, a simple approach was used. In this approach, one

counts the amount of hits and fails. For each concept, all

ancestral forms proposed by a given test were considered

and compared with the known forms in the ‘gold

standard’. If only one form was proposed, this form can

either be a hit or a fail, that is, it can either be identical

with the form in the gold standard, or not. If multiple

forms are proposed by an algorithm, the score is divided

among hits and fails, following the proportion of cor-

rectly and incorrectly proposed ancestral forms. If, for

example, two forms are proposed of which only one is

correct, this would be scored as a 50% hit and a 50%

fail. The results were evaluated separately for each

meaning slot and then averaged across all 57 concepts in

the sample.

Table 6 shows the detailed results for all 12 different

analyses, including the overall parsimony scores ob-

tained. The DWST model performs best in all respects,

regardless of the reference phylogeny. The SANKOFF

model outperforms the remaining two models, but only

when applied to the Arbre reference phylogeny, it comes

close to the high scores of the DWST model. Whether

the BINARY or the FITCH model performs better is

hard to say, given that the differences are minimal on

average, and both models seem to rely heavily on the ref-

erence phylogeny. What is remarkable is that the

DWST model does not only show the highest scores, but

also a high resistency regarding the underlying refer-

ence phylogeny. According to the analysis by List

(2015), the Arbre gives a more realistic picture of

Chinese dialect history. This is reflected by the highly

improved scores of all models (except from DWST) for

the Arbre phylogeny as opposed to Sh�ux�ıngt�u and

Southern Chinese.

Parsimony approaches may yield multiple solutions

which are all optimal with respect to the transition pen-

alties defined in a model. Depending on the character

and tree topology, the amount of optimal scenarios may

vary greatly. In the FITCH analyses, for example, the

number of possible scenarios for all characters ranges

from 1 (for ‘ash’) to 4 797 (for ‘night’). As expected, the

Table 6. Comparing the results for the four analyses and the three reference trees. The first number in the hits and the fails

column indicates the proportion, the second number indicates the absolute values. As mentioned in the text, hits and fails

are computed by comparing for all proposed forms reconstructed back to the root whether they are identical with the

forms in the gold standard. If they are, this counts as a hit, if not, this counts as a fail. If more than one form are proposed

for a given concept, results are averaged.

Model Arbre Sh�ux�ıngt�u Southern Chinese

Hits Fails Hits Fails Hits Fails

BINARY 0.55 / 31.04 0.45 / 24.96 0.52 / 29.04 0.48 / 26.96 0.52 / 28.95 0.48 / 27.05

FITCH 0.63 / 35.51 0.37 / 20.49 0.51 / 28.31 0.49 / 27.69 0.47 / 26.40 0.53 / 29.60

SANKOFF 0.76 / 42.83 0.24 / 13.17 0.67 / 37.50 0.33 / 18.50 0.62 / 34.50 0.38 / 21.50

DWST 0.82 / 45.70 0.18 / 10.30 0.82 / 46.00 0.18 / 10.00 0.79 / 44.50 0.21 / 11.50
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number of possible scenarios decreases when increasing

the complexity of the models. This is shown in Table 7

where the proposed proto-forms and the number of pos-

sible scenarios for the analysis of three concepts using

the three multistate models are displayed. The table

shows clearly that complex models reduce the uncer-

tainty with respect to alternative scenarios.

Figure 7 shows one of four possible scenarios for the

development of reflexes of ‘moon’ inferred by the

DWST model for the Arbre reference phylogeny. The

scenario proposes a pattern in which the word form yuè

‘moon’ was replaced by the compound yuègu�ang

‘moon-light’ in all dialects except from the Mîn

subgroup. While this may well reflect a realistic scen-

ario, we also find homoplastic (reoccurring) transitions,

especially from yuègu�ang to yuèli�ang ‘moon-

shine’ in the W�u subgroup. Homoplasy may point to lat-

eral transfer events (List et al. 2014, Dagan and Martin

2007), but our knowledge regarding lexical evolution

during the history of the Chinese dialects is still very lim-

ited. It is extremely difficult to tell with certainty

whether the common reflexes of yuèli�ang in the

B�eijı̄ng-Xi�ang and the W�u subgroup reflect independent

parallel developments or areal influence.

Figure 7. One of four optimal scenarios for the development of words for ‘moon’ along the Arbre reference phylogeny.

Table 7. Comparing the proposed proto-forms and the number of optimal scenarios based on the Arbre reference phyl-

ogeny for three exemplary concepts. Forms with an asterisk represent ‘hits’, that is, forms which are identical with the

gold standard.

Models ‘belly’ ‘ear’ ‘moon’

Forms Scen. Forms Scen. Forms Scen.

FITCH , , , * 39 *, , , , 34 *, 48

SANKOFF *, , 5 * 3 *, 8

DWST *, 2 * 1 * 4
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6. Conclusion

In this article, I have pointed to problems in the models

used for phylogenetic reconstruction in linguistics result-

ing from a superficial treatment of historical relations

between words. Cognacy is not a binary relation which

is either present or not. Instead, we can distinguish dif-

ferent subtypes of cognacy, just as biologists can identify

specific types of homology between genes. In an earlier

paper, I proposed to compare the biological subtypes of

homology (orthology, paralogy, xenology) directly with

potential subtypes of historical word relations in linguis-

tics (List 2014), but by concentrating on the major di-

mensions of lexical change proposed by Gévaudan

(2007), namely morphological, semantic, and stratic

change, I have shown that we can even go beyond the

biological terminology and set up fine-grained schemas

for historical relations in linguistics.

Which notion of cognacy we use for phylogenetic re-

construction crucially depends on the data we have at

hand and the algorithms we intend to employ. I have

shown that the inconsistencies in the treatment of histor-

ical relations between words have a direct impact on the

way cognates are coded and data are analyzed in phylo-

genetic approaches. This was illustrated in detail for his-

torical relations involving morphological change,

especially compounding. If compounding is frequent

and characteristic for a given language family, phylogen-

etic approaches which model lexical change merely as a

process of cognate gain and cognate loss are inadequate

and unrealistic. In order to take the different degrees of

cognacy into account, I proposed to employ multistate

instead of binary state models, and to further allow for

potentially asymmetric transition tendencies among

character states. The benefits of these models were dem-

onstrated in a small experiment on semantic reconstruc-

tion applied to a lexicostatistical dataset of 23 Chinese

dialect varieties. The results of this experiment strongly

suggest that multistate models with asymmetric transi-

tion tendencies are superior to binary state models.

What I have presented is, however, but a small step to-

ward improved models of lexical change. More experi-

ments including more language families need to be

carried out. Instead of ancestral state reconstruction, we

need to test the potential of multistate models for phylo-

genetic reconstruction in general. Probabilistic models,

be they based on Maximum Likelihood (Felsenstein

1981) or Bayesian inference (Huelsenbeck et al. 2001),

may prove really useful in this regard. In parsimony, we

need to provide exact models for the transition between

characters, and we always run the danger of overfitting

our step matrices on a given dataset. Probabilistic mod-

els can help to estimate transition probabilities and

could thus even provide new insights which go beyond

cognacy and help us to detect major trends in lexical

evolution, including morphological, semantic, and

stratic change. In order to allow for these improved

models of lexical change, however, we need to rethink

the way we handle cognacy in our databases and start

being more explicit in our annotations.

Supplementary data

The most recent release of the accompanying software

application can be found at https://zenodo.org/badge/

latestdoi/5137/digling/beyond-cognacy-paper. An inter-

active application showing all inferred evolutionary sce-

narios for the Arbre phylogeny by Sagart (2011) is

available at http://digling.github.io/beyond-cognacy-

paper/.
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Croft, W. (2008) ‘Evolutionary Linguistics’, Annual Review of

Anthropology, 37: 219–34.

Dagan, T. and Martin, W. (2007) ‘Ancestral Genome Sizes

Specify the Minimum Rate of Lateral Gene Transfer During

Prokaryote Evolution’, Proceedings of the National Academy

of Sciences, 104: 870–75.

de Saussure, F. (1916) Cours de linguistique générale [Course in

General Linguistics]. Lausanne: Payot.

Dyen, I., Kruskal, J. B. and Black, P. (1992) ‘An Indoeuropean

Classification’, Transactions of the American Philosophical

Society, 82: iii–132.

Felsenstein, J. (1981) ‘Evolutionary Trees from DNA Sequences:

A Maximum Likelihood Approach’, Journal of Molecular

Evolution, 17: 368–76.

Fitch, W. M. (1970) ‘Distinguishing Homologous from

Analogous Proteins’, Systematic Zoology, 19: 99–113.

. (1971) ‘Toward ‘Defining the Course of Evolution:

Minimum Change for a Specific Tree Topology’, Systematic

Biology, 20: 406–16.

. (2000) ‘Homology. A Personal View on Some of the

Problems’, Trends in Genetics, 16: 227–31.

Fox, A. (1995) Linguistic Reconstruction. Oxford: Oxford

University Press.

Freeman, V. J. (1951) ‘Studies on the Virulence of

Bacteriophage-infected Strains of Corynebacterium

Diphtheriae’, Journal of Bacteriology, 61: 675–88.

Gates, J. P. (2012) ‘Situ in Situ. Towards a Dialectology of Ji�ar�ong

(rGyalrong)’, PhD thesis, Trinity Western University.

Geisler, H. and List, J.-M. (2013) ‘Do Languages Grow on

Trees? The Tree Metaphor in the History of Linguistics’, in H.

Fangerau, H. Geisler, T. Halling and W. Martin (eds.)

Classification and Evolution in Biology, Linguistics and the

History of Science. Concepts – Methods – Visualization,

pp. 111–24. Stuttgart: Franz Steiner Verlag.

Gévaudan, P. (2007) Typologie des lexikalischen wandels

[Typology of Lexical Change]. Tübingen: Stauffenburg.
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